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Industry perspective:



SIDN Labs
https://www.sidnlabs.nl/en/about-sidnlabs

https://www.sidnlabs.nl/en/about-sidnlabs


How the internet works, in one tweet:

A name (of a resource) indicates what we seek.
An address indicates where it is.

A route indicates how to get there.
– RFC760 and RFC761

John Shoch



Names

Some extensions look quite familiar:

Some maybe not so familiar:



Top-level domains

http://www.marco.panizza.name/dispenseTM/slides/TLD/ccTLD_worldmap.html

±250 ±1300

https://newgtlds.icann.org/en/program-status/statistics



Domain Name System (DNS)

• Won’t explain it here, you (should) know the drill
• Concept is simple (like chess)
• Reality is not quite that simple (understatement)
• Remember; very crucial component!
• Running a critical DNS infrastructure is a story by itself
• We’ll get to that
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DNSSEC Key Signing Ceremony

https://www.youtube.com/watch?v=ZTxweLGjZSU



DNSSEC Key Signing Ceremony

https://www.youtube.com/watch?v=ZTxweLGjZSU



About SIDN

Stichting Internet Domeinregistratie Nederland
• Registry and designated manager for .nl ccTLD

• .nl exists since 1986, SIDN since 1996
• ~100 FTE (~40% at ICT, 12% at Labs)

• ~ 6.2 million .nl domain names
• > 56% signed with DNSSEC

• Registry system + DNS infrastructure
• RSP for .politie, .amsterdam and .aw
• Located in Arnhem (NL)



SIDN, the registry for .nl

registrant

registrar

registryreseller(s)



COVID-19 (we noticed something too)

Thousands of related domains registered.

(end of part 1: names)



Numbers (aka addresses)

Legacy scheme:

New scheme:



Numbers (aka addresses)

(nerdy detail)

IP-address notations are in user friendly format.
This also works:

ping 1590075171

Or:
http://1590075171

http://1590075171/


Numbers (aka addresses)

Make no mistake…



Numbers (aka addresses)

Anyway… as you know:

Every device directly connected to the internet 
needs a unique* IP address.

* except for anycast, but more on that later



Managing the IP address space

https://www.icann.org/resources/pages/governance/bylaws-en/

ICANN: the Internet Corporation for Assigned Names and Numbers)

The mission of ICANN  is to ensure the stable and secure operation of the 
Internet's unique identifier systems



Managing the IP address space

ICANN (the Internet Corporation for Assigned Names and Numbers)

The mission of ICANN  is to ensure the stable and secure operation of the 
Internet's unique identifier systems

https://www.icann.org/



Managing the IP address space

https://www.nro.net/

IANA (Internet Assigned Numbers Authority) à RIRs à LIRs

https://www.iana.org/assignments/ipv4-address-space/
https://www.iana.org/assignments/ipv6-address-space/



Managing a whole lot more! (protocol assignments)
https://www.iana.org/assignments/dns-parameters/dns-parameters.xhtml#dns-parameters-12

https://www.iana.org/



Internet Standards

IETF, Internet Engineering Task Force:
• Open standards organization, with no formal membership
• Everyone can join in (in person or via mailing lists)
• Under the auspices of the Internet Society (ISOC)
• Large number of working groups and informal discussion groups
• Rough consensus* is the primary basis for decision making.
• Often slow processes!
• But lots of RFC’s ! Over 8778 and many more drafts.

* https://tools.ietf.org/html/rfc7282

"We reject kings, presidents and voting. 
We believe in rough consensus and running code”

-- David Clark



IETF: bottom-up standards development



IETF: many RFC’s

🇳🇱👍 http://www.arkko.com/tools/allstats/thenetherlands.html

• Informational
• Experimental
• BCP
• Standards track
• Historic
• Unknown

https://tools.ietf.org/html/rfc2026



A personal favorite: RFC1925 😁



Playing field of IETF?

The Internet Hourglass



Abstraction layers always +1

Application (Presentation / session)

Transport
Internet (network)

Link (datalink)

(Physical)

https://en.wikipedia.org/wiki/Internet_protocol_suite#Comparison_of_TCP/IP_and_OSI_layering



Also…



Sounds familiar? 



Top is mostly what the news is about



Bottom is also very interesting, but

(and others, like                   )

https://www.fiberoptictel.com/submarine-fiber-optic-cables-international-communications/http://www.eurofiber.nl



Playing field of IETF:

(and others, like       )

(end of part 2: numbers, etc.)



Routing

What is BGP?!



Here’s an average network

user A

user B
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Border routers
Aka

Border gateways



BGP (in a nutshell)

client A

client B

server 1



BGP (in a nutshell)
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Some terminlogy



BGP (in a nutshell)
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BGP (in a nutshell)
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BGP traffic engineering: AS-path prepending
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BGP traffic engineering: AS-path prepending
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New best AS-path from A to NS1: 100, 400, 500, 600, 1000
(better than: 100, 400, 500, 300, 1000, 1000, 1000)



BGP traffic engineering: local pref
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BGP traffic engineering: local preference
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BGP traffic engineering: local preference
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Traffic engineering with BGP communities
• Transitive attribute tags that can be applied on incoming or 

outgoing prefixes to achieve a certain goal.
• For example: local pref adjustments, geographic 

restrictions, AS-path prepending or blackholing.
• No universal definitions, except some well-known ones

route-server> show ip bgp 194.0.5.0/24
BGP routing table entry for 194.0.5.0/24
Paths: (23 available, best #18, table Default-IP-Routing-Table)
Not advertised to any peer
20473 210004
206.53.202.75 from 216.218.252.190 (216.218.252.167)
Origin IGP, metric 0, localpref 100, valid, internal
Large Community: 6695:1000:1 20473:0:3021840115 210004:3000:1004
Originator: 216.218.252.167, Cluster list: 216.218.252.190
Last update: Wed Apr 15 16:06:36 2020



RPKI: Resource Public Key Infrastructure

• A public key infrastructure framework designed to secure BGP
• Resource certification of IP-prefixes / ASN combination
• Prevents (to some extend) route-hijacking

Try your own ISP: https://isbgpsafeyet.com/

https://isbgpsafeyet.com/
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Challenges: RTT
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Challenges: DDoS (record breaking sometimes)



Main reasons: IoT devices



IoT powered botnets



The solution to both challenges: DNS global anycast

• Just a clever ‘network hack’ to provide (a lot of) resilience.
• And better performance (shorter RTT’s)

• Works with BGP
• Well understood solution, deployed in many places
• The DNS root servers (for many years)
• 1.1.1.1, 8.8.8.8, 9.9.9.9, 64.6.64.6, OpenDNS and more

• Originally only in UDP environments
• But proven in TCP environments as well (i.e. CloudFlare)



DNS global anycast
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The anycast situation



DNS global anycast
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DNS global anycast
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But remember, this is the actual situation!



DNS global anycast
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So, actually the traffic flows like this



DNS global anycast
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And if an instance goes down…



DNS global anycast (for .)

Guess how many?



DNS global anycast (for .)

1378 servers!
http://www.root-servers.org/



DNS global anycast (for .nl)

Netnod instances for .nl



Additional approach: DNS local anycast

• In essence the same principle as global anycast
• But with a deliberately restricted catchment.
• Dedicated instances for exclusive use by (big) ISP’s

• Focus on Netherlands
• Must have reasonable abuse response capacities
• Must comply to certain requirements (like BCP38 and IPv6)

• Nothing more, nothing less (basically)

Goals Non Goals
Resilience (win the rat race) Latency (in contrast to global anycast)
Availability (at least for our most important users) Bandwidth (DNS doesn’t consume that much, yet)
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Concluding
• We learned (a bit) about names, numbers, routes

• and about IETF, ICANN, SIDN
• Running the core of the internet is not a trivial task

• many people, quite a lot of organizations and stake holders
• Many challenges have been overcome, a lot more to go

• abuse, politics, legislation, dependency
• resilience (anycast)
• addressing, scaling (keep IoT in mind)

• The internet needs constant maintenance and innovation
• Together we can make that happen 😁

“The Internet works,
because a lot of people cooperate
to do things together”

– Jon Postel
(1943-1998)



Questions, discussion?



Thank You!


